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This Joint Study Group explores artificial
intelligence (AI) to enhance the accuracy,
robustness, and interpretability of EOP
predictions.

Building on the IERS Second EOP
Prediction Comparison Campaign, we
integrate machine learning with space-
geodetic observations and geophysical
drivers such as atmospheric and oceanic
angular momentum.

General Information

* Investigate 2nd EOP PCC results and propose improvements.

* Quantify geophysical/meteorological impacts on EOP prediction.
* Improve Effective Angular Momentum (EAM) prediction with ML.  {F=ra
* Learn dependency structures between EOP and drivers using ML. ’
* Develop hybrid models (physics + AI) and ensemble strategies.

* Refine EOP theory with Al-derived insights and diagnostics.

Run sensitivity/robustness studies across horizons and inputs. |
* Explore operational/commercial uses (real-time orbit det, / Model / | commerca /

Objectives

navigation).

 Identify the best model per EOP with transparent benchmarks.
* Foster knowledge sharing via datasets, code, and joint campaigns.
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Terms of Reference

Purpose: Deliver accurate, timely, and interpretable predictions of EOP, which link the terrestrial and celestial reference frames. Many
operational activities, such as deep-space navigation, astronomical pointing, and satellite-based positioning, depend on precise EOP.
AI Opportunity: Machine learning and deep learning (ML/DL) approaches can analyse large, complex datasets, uncover hidden
dependencies, and continually improve models, opening new avenues, such as refining EOP theory and forecasts.

Scope: Integrate space-geodetic observations with geophysical drivers. Combine classical baselines with ML/DL and physics-informed

hybrids.

Method: Establish an iterative, reproducible workflow for training, validation, and sensitivity analysis.

Community: Foster innovation and knowledge sharing across Al and geodesy through shared datasets/developments, workshops, and

joint publications.

Impact: More accurate and robust EOP predictions for navigation, positioning, and astronomy; deeper insight into Earth-rotation

dynamics.
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Fig. 1: AI4EOP Objectives: improve EOP predictions,
deepen dynamics insight, optimize models, enable

applications, and foster collaboration.
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Fig. 2: AI4EOP global footprint: member countries (dark green) and collaborating cities (red). ~50 members

from 31 institutions in 15 countries across five continents (Europe, Asia, North America, Africa, Oceania).

We are running the EOP I&I scientific series to accelerate knowledge sharing
on machine-learning approaches to EOP prediction. From June 2024 to April
2025 we hosted four talks on RNN-based forecasting, physics-informed neural
networks for polar motion, and two coordination talks introducing the ML-

~— dedicated EOP PML and CEOPPCC campaigns.
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Fig. 3:Number of all submitted forecasts using 14 C04 (red) and 20
C04 (blue) on each submission day (statistics for 2025-08-20)
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Hosted by the EOP PCC Office at CBK PAN (Poland), the EOP PML sub-campaign rigorously
assesses machine-learning approaches for EOP forecasting to enable objective, method-focused
evaluation. AI4EOP supports participating members by hosting seminars, disseminating calls, and
coordinating collaboration; we are not the organizer and do not take part in evaluation or ranking.

Tab 1: Number of predictions submitted to the EOP PML (42 weeks).
Number of IDs registered in EOP PML: 21
Number of active IDs in EOP PML (at least one submission): 17

PMx PMy 117 |OD dPsi dEps dX dY Total
UTC
Numberof — o, o & 24 0 0 221 221 652
predictions
e 3 1 0 0 16 16 17
IDs
0.18
0.16
0.14
012( -
oo =
§ 0.08 A

Fig. 4: 10-day-ahead MAE for dX and dY predictions, evaluated against the IERS 20 C04 solution.

This section spotlights peer-reviewed work from AI4EOP members that is directly advancing EOP forecasting. The papers fall into three complementary themes: (A) deep-learning architectures
that learn patterns end-to-end from time series; (B) hybrid / physics-aware models that fuse ML with geophysical knowledge and signal decomposition; and (C) campaign & evaluation studies
that set fair, reproducible standards for comparing methods. Together, they show clear progress on short-term horizons (*1-10 days), improved operational readiness, and better methodological
rigor for benchmarking.

End-to-end models learn short-term EOP dynamics
directly from the time series. Multi-task CNNs share
structure across PMx, PMy, and LOD, trimming Day-
1/Day-10 errors versus single-task LSTMs. ConvLSTM with
driver inputs (IGS Rapid LOD, EAM) adds operational
context and boosts skill at 10-30 days, making near-real-
time use practical.

Inputs QR Highlight

Guessoum PMx,PMy,LOD
et al.,, 2025 (C04)

Deep-learning architectures

Yu et al,, IGS Rapid LOD g NRT ConvLSTM best on
2025 + EAM Seand

Hybrid / physics-aware & signal-model blends

Coupling ML with geophysics consistently helps: GPR+GA with AAM/OAM/HAM/SLAM
improves short-horizon UT1-UTC/LOD; MCSSA+ARMA strengthens Day-1 and long-term
LOD; PM derivatives (x, y) trim errors; colored-noise handling boosts credibility. A recent JoG
study further upgrades the driver by refining 10-day EAM with a lightweight NN corrector,
cutting Day-10 MAE by 26.8% (x-pole), 15.5% (y-pole), 27.6% (dUT1), 47.1% (ALOD).

Method

Refined 10-day
Dill et al., 2025 EAM forecast +

lightweight NN

corrector

Dhar et al., 2024 GPR+GA

Shirafkan et al.,

5025 MCSSA+ARMA
Michalczak etal LS/VAR +
2024/25 derivatives

Inputs

AAM/OAM/HAM

AAM/OAM/HAM
/SLAM

LOD series
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QR Highlight

Day-10 MAE \ 26.8% (x-pole),
15.5% (y-pole), 27.6% (dUT1),
47.1% (ALOD) vs baseline
driver.

Best with drivers; robust UT1
& LOD.

Better Day-1 & long-term
LOD.

Derivatives & PM error across
weeks.
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Campaign syntheses & evaluation methodology

Community benchmarks clarify what works and how to
compare fairly. PCC analyses show PMy is generally more
predictable than PMx, with LS+AR+EAM among top
performers and some methods beating IERS at short leads.
Crucially, reported MAE depends on the reference series (C04-
14/20, Rapid, IGS), so the reference must be stated for any

result.

Focus

Kuretal., 2nd EOP
2024 PCC (PM)

Partyka et Reference
al., 2025 choice
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PMy > PMXx predictability;
LS+AR+EAM competitive;
some beat IERS at short leads.

[=] % =] MAE shifts with C04-14/20 vs
Rapid/IGS - always report
reference.

Wir geben Orientierung.



